
Spae EÆient Reahability Analysis for a ValuePassing, Timed Proess Algebra(Extended Abstrat)David Kendall, William Henderson, and Adrian RobsonDepartment of Computing and Mathematis, University of Northumbria atNewastle, Ellison Building, Newastle upon Tyne, NE1 8STfdavid.kendall,william.henderson,adrian.robsong�unn.a.ukAbstrat. Reahability analysis and model heking of timed automataare now well-established tehniques in the analysis of real-time ontrolsystems. The major limiting fator in their use, from a tehnial pointof view, remains the state explosion problem. Symboli representation ofthe state spae often allows for the analysis of muh larger systems thanthe point-wise representation whih is ommon in enumerative analysis.In partiular, the use of binary deision diagrams (BDD's) has beensuessful, mainly in the analysis of hardware systems where the needfor a ompat representation of boolean funtions is prevalent. However,the modelling of software systems ommonly employs a riher set of datatypes and this fat motivates the investigation of di�erent enodings ofsets of states than by their harateristi funtions. This paper onsidersthe use of minimized deterministi �nite state automata (MA's) for thestorage of the set of visited states in the reahability analysis of modelsof broadasting systems expressed using a timed proess algebra.1 IntrodutionThis paper outlines an approah to the implementation of reahability analysisof system models expressed using bCANDLE [16℄, an algebra of asynhronousbroadasting systems, whih we have developed to failitate the modelling of dis-tributed ontrol systems whih are implemented using Controller Area Network(CAN) [15℄. Although we are interested in a rather speialized lass of systems,the results in this paper are signi�ant in the wider ontext of the reahabilityanalysis of timed automata [2℄.The rest of the paper is organised as follows: Set. 2 briey introdues bCAN-DLE; Set. 3 outlines an approah to timed reahability analysis of bCANDLEmodels and introdues the main data strutures needed to support the analysis;MA's are introdued in setion 4 and their appliation in reahability analysis isonsidered; our implementation and experimental results are desribed in Set. 5;related work is reviewed in Set. 6; Set. 7 onludes and proposes further work.



2 bCANDLEbCANDLE is a timed proess algebra allowing the expression of system modelsonsisting of a set of asynhronous proesses, eah having its own loal data stateand ommuniating by sending and reeiving messages on one or more broadasthannels whih implement the CAN protool.A proess an engage in three di�erent kinds of basi ation:1. sending a message on a hannel;2. reeiving a message from a hannel, and3. performing an operation in a bounded amount of time, possibly transformingits loal data state on ompletion.More omplex proess behaviour an be de�ned using sequential omposition,guards on data states, non-deterministi hoie and interrupt. A bCANDLEsystem onsists of the asynhronous parallel omposition of a �xed number ofproesses together with a network of CAN hannels.The semantis of a bCANDLE system is given by assoiating with it a timedtransition system. A timed transition system S = (�; �I ;L;�!) is a tuple inwhih � is the set of states, �I 2 � is the initial state, L = A[R>0 is the set oflabels onsisting of ation labels A and time labels R>0 and �! � � �L ��is the transition relation whih is required to be deterministi and ontinuouswith respet to the passage of time. A detailed semantis of bCANDLE is givenin [16℄.For the purposes of verifying a bCANDLE system, we work with a timedsafety automaton [13℄ having a bisimilar transition system. We introdue timedsafety automata briey below.2.1 Timed Safety AutomataLet H be a set fh0; h1; � � � ; hng of real-valued variables, alled loks, where eahhi 2 H ranges over the non-negative reals R+ . A lok valuation is a funtionv : H! R+ whih assigns a value in R+ to eah lok in H. We assume that h0is given the value 0 by every lok valuation. We denote by v[H0 := 0℄, the lokvaluation v0 suh that v0(h) = 0 for all h 2 H0 and v0(h) = v(h) otherwise. Fort 2 R+ , we denote by v+ t the lok valuation v0 suh that v0(h) = v(h)+ t forall loks in H. 0 is the lok valuation whih assigns 0 to every lok. A boundover H is a onstraint of the form hi �hj# where i ; j 2 f0; : : : ;ng, # 2 f<;�gand  2 Z[1. A lok onstraint is a onjuntion of bounds; it de�nes a onvexsubset of Rn known as a zone. We denote the set of lok onstraints over theloks H by �(H).A timed safety automaton (TSA) is a tuple A = (Q; qI ;A;E;H; I) where: Q isa �nite set of ontrol loations, qI is the initial ontrol loation, A is a �nite set ofevent names, E is a �nite set of edges where an edge is of the form (q ; �; a;X ; q 0)where q ; q 0 2 Q are ontrol loations; � 2 �(H) is a lok onstraint, a 2 A is anevent name and X � H is a set of loks to be reset; H is a �nite set of loks,



and I : Q ! �(H) is a funtion whih assoiates a time progress ondition (orinvariant) with eah ontrol loation.The semantis of the TSA A = (Q; qI ;A;E;H; I) is given by the timed tran-sition system T [[A℄℄ = (�; �I ;L;�!) where � is the set of pairs (q ;v) suhthat q 2 Q is a loation of A and v is a lok valuation for H whih satis�es theinvariant I(q); �I = (qI ;0) is the initial state; L = A [ R>0 is the set of labels;�! � � �L�� is the transition relation ontaining transitions as follows:{ Time transitions : A state an hange due to the elapse of time. There is atransition (q ;v) t�!(q ;v + t) if for all t 0 � t , v + t 0 satis�es the invariantI(q).{ Event transitions: A state an hange by moving loation. For eah state(q ;v) 2 �, if there is an edge (q ; �; a;X ; q 0) 2 E suh that v satis�es �, thenthere is a transition (q ;v) a�!(q 0;v[X := 0℄).2.2 From bCANDLE to Timed Safety AutomataThe translation of the timed algebra ATP [19℄ into TSA is shown in [24℄. Wehave adapted this approah in order to assoiate a TSA with a bCANDLEsystem. The main addition is to handle the additional ontext i.e. the networkand data environment. In this approah the ontrol part of the system model is�rst translated into a net-like struture. In any state of the system, the urrentlyative transitions are given by a marking of the net. Eah transition has a numberof attributes assoiated with it. The attributes of a transition might inlude aontext ondition, a label, a lok and upper and lower bounds for the lokvalue. If the ontext and lok onditions are satis�ed, a marking M and aontext C may be transformed by an ative transition to a new markingM 0 anda new ontext C 0, possibly resetting some loks along the way. Lak of spaeprevents us from giving the details here, however, from this brief desription itan be seen that for a TSA derived from a bCANDLE system model, a loationomprises information about: 1) the urrent marking, given as a set of integersfp1; p2; : : : ; pg for some variable number  where eah pi identi�es an ativetransition; 2) the values of all data variables, given as a sequene of valueshv1; v2; : : : ; vdi for some �xed number d of variables; and 3) the state of thenetwork hannels, given as a sequene of pairs (s ;m) where s gives the status ofthe hannel, free, transmitting, et. and m is a variable-length, priority orderedsequene of messages awaiting transmission on the hannel.A state in a TSA is given by a loation and a lok valuation. However, wewill see in Set. 3 that a pratial implementation of timed reahability analysisrequires the use of symboli states where eah symboli state represents a loationand a set of lok valuations.A bCANDLE state vetor, then, onsists of a loation as desribed aboveand a zone de�ning a set of lok valuation(s), see Fig. 1.



fp1; p2; � � � ; pg hv1; v2; � � � ; vd i h(s1;m1); (s2;m2); � � � ; (sn ;mn)i h�1; �2; � � � ; �riControl Data Network Clok ValuationsLOCATION { q ZONE { ZFig. 1. Struture of a bCANDLE state vetor3 Reahability AnalysisOf the several approahes to automated analysis of real-time systems, reah-ability analysis (RA) is one of the more easily implemented and informative.The basi reahability problem is to determine the set of system states whihare enountered on any exeution starting from some given state. RA allowsthe heking of safety properties of a system by answering the question: is itpossible to reah an inorret or unsafe state from an initial state. Other veri-�ation problems an be solved by building upon the solution of the basi RAproblem [1℄. The algorithm of Fig. 2 shows how to ompute the set of statesreahable from a given initial state.1VISITED := f(qI ;0)gWAITING := f(qI ;0)gwhile WAITING 6= ; doremove some (q ;Z) from WAITINGsu := f(qs ;Zs) j (q ;Z)�!S(qs ;Zs) ^ Zs 6= ;gforeah (qs ;Zs) 2 su doif (qs ;Zs) =2 VISITEDadd (qs ;Zs) to VISITEDadd (qs ;Zs) to WAITING�ododFig. 2. An algorithm for reahable statesThe termination of the algorithm depends upon the onstrution of a �nitequotient of the in�nite transition system given by the TSA semantis. Importantaspets of suh a onstrution are 1) the use of symboli states (q ;Z) where qis a loation as usual and Z is a zone whih represents a set of lok valuations,and 2) the de�nition of a transition relation �!S between symboli states. Es-sentially, for a symboli state S = (q ;Z) and an edge e = (q ;Ze ; a;X ; q 0), we1 Both KRONOS and UPPAAL implement a more eÆient algorithm using inlusionabstration in whih the test (qs ;Zs) =2 VISITED is replaed by the more eÆienttest 8(qs ;Z0) 2 VISITED � Zs 6� Z0. We will implement this improvement soon.



say S�!S poste(S ) whereposte(q ;Z) = (q 0; I(q 0) \%((Z \ Ze)[X := 0℄)Here %Z is the time progress operator whih relaxes all upper bounds andZ[X := 0℄ is the lok reset operator. See [8℄ for further details.The problem onsidered in the rest of the paper is how to arrange for theompat storage of the set VISITED of visited state vetors, where a majordiÆulty has been to ombine a good enoding of the loations (the disretepart of the system) with a good enoding for the lok valuations (the ontinuouspart). This problem is addressed in the following setion.4 A Minimized Automaton Representation of ReahableStatesA state vetor an be regarded as being enoded as a string of bytes. This opensup the possibility of representing the set of visited states by a deterministi �niteautomaton (DFA) whih reognizes it. Suh an approah has been implementedin the model heker SPIN [14℄ where it has been shown to ahieve even betterompression for many systems than that obtained by the use of BDD's [22℄. Theapproah has not been previously applied in the analysis of timed systems.De�nition 1. A k-layer DFA is A = (Q ; Æ; �) where Q = SfQi j 0 � i � kgis the set of states, Qi � Q is the non-empty set of states at the ith layerand Qi \ Qj = ; for i 6= j . Q0 is a singleton ontaining the initial state andQk = fT;Fg. � is the alphabet and Æ : Q� �� ! Q is the transition funtionwhere Q� = Q n Qk and for all states q 2 Q� and symbols � 2 �, if q 2 Qithen Æ(q ; �) 2 Qi+1. T is the aepting �nal state and F is the rejeting �nalstate.We use �[i ; j ℄ to denote the string �i ; �i+1; : : : ; �j . A string �[i ; j � 1℄ 2 �j�igenerates a run qiqi+1; : : : ; qj where Æ(qm ; �m) = qm+1. We de�ne LA(qi ) =f�[i ; k � 1℄ j �[i ; k � 1℄ generates the run q [i ; k ℄ where qk = Tg. We de�neL(A) = LA(q0) where q0 2 Q0. A DFA is minimized provided L(qi ) = L(qj )i� qi = qj .Example 1. The MA of Fig. 3 is A = (fQig4i=0; Æ; �) where Q0 = f0g;Q1 =f1; 2; 3g;Q2 = f4; 5g, Q3 = f6; 7g and Q4 = fT;Fg. � = fa; b; g. A representsthe set S � �4 of strings whereS = faaaa; aaba; aaa; abaa; abba; aba; aaa ; aba ; aa ; baab; baba; baa; bbab;bbba; bba; baa; bba; ba; aab; aba; aa; baa; bba; ba; ab; ba ; agThe use of a MA for the state store in a reahability analysis requires thepartitioning of eah state vetor (Fig. 1). Here a state vetor is partitioned as asequene of bytes and eah byte is alloated to a distint layer in the automaton.With this approah the ordering of omponents within the state vetor an have
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Fig. 3. A minimized automatona signi�ant impat upon the spae redutions ahieved. The key observationonerning the suitability of MA's in the analysis of timed systems is that thelok onstraint omponent Z of a symboli state (q ;Z) is usually representedby a di�erene bound matrix (DBM) [10℄ whih is also enoded naturally as abyte sequene and so an be easily inorporated into the MA state store. Thisontrasts signi�antly with approahes based upon a BDD representation of thestate store where this integration is muh more problemati.5 Implementation and Experimental Results5.1 ImplementationWe have implemented a prototype `ompiler' for bCANDLE. The ompiler iswritten in ML and generates C ode to perform a given task on a system model.The user an hoose to generate the timed graph for the model (in KRONOS.tg format), or to perform reahability analysis of the simulation graph on-the-y, without �rst generating the timed graph, or to explore the simulationgraph interatively. In order to experiment with a variety of state spae storagemodes, we generate C ode for the following modes (the mode is hosen as aompile-time option) :H Eah state vetor is enoded as a �xed length byte array. In eah state, storageis alloated for the maximum number of loks required system-wide, even



though there may be many states in whih fewer loks are ative [9℄. Theset of visited states is stored in a single hash table.M As for H, exept that the set of visited states is stored as a MA.HV Eah state vetor is enoded as a �xed length byte array whih inludes apointer to a variable dimension matrix [21℄ giving the zone assoiated withthe state. State vetors are stored in one hash table, variable dimensionmatries in another. This means that for eah state, only suÆient storage isalloated for the number of loks ative in it, and that only one opy of eahdistint zone is stored for the whole system. This orresponds losely to thestorage mode adopted by the most reent implementations of KRONOS [21℄.MV As for HV, exept that the hash table storing the state vetors is replaedby a MA.5.2 ExperimentsWe have tested our implementation on some example system models: Boiler1and Boiler2 model part of a boiler ontrol system; Disbmut models a CANimplementation of a standard algorithm for distributed mutual exlusion [20℄,the model inluded here is for a single oordinator and three ompeting pro-esses. Table 1 gives information regarding the sale of the examples: numberof proesses, variables, CAN hannels, message types and loks required byeah system, and the number of distint zones and symboli states identi�ed ingenerating the whole of the reahable state spae in the simulation graph.System Pros Vars Chans Mtypes Cloks Zones StatesBoiler1 2 2 1 1 5 29073 143802Boiler2 2 3 1 1 3 581 825643Disbmut 4 10 1 6 6 71010 194491Table 1. Test systemsPerformane measurements for eah system and eah state spae storagemode are given in Tab. 2. We show the time taken and the total memory used ingenerating the reahable state spae. We take mode H as the basis of ompar-ison and show memory ompression and time overheads as perentages of therequirements of mode H. The measurements were taken on a 233MHz PentiumII having 64Mb RAM (58Mb available) and 128Mb swap, running RedHat Linux5.0.In ommon with other symboli approahes suh as BDD's [7℄ and GE-sets [12℄, MA's are sensitive to variable ordering. We have begun to investigatethis phenomenon, in our implementation, by permuting the order of the majoromponents of a state vetor: marking M , ontext C (network and data en-vironment) and zone Z . We have generated the reahable state spae for eahpermutation and eah of the modes M and MV.



System Mode Mem (Mb) Comp % Time (s) Over %Boiler1 H 14.57 100 21 100M 8.40 58 213 1014HV 6.91 47 20 95MV 3.12 21 32 152Boiler2 H 40.88 100 59 100M 3.69 9 145 246HV 18.79 46 60 102MV 4.22 10 105 178Disbmut H 32.79 100 74 100M 12.24 37 315 426HV 18.07 55 74 100MV 12.52 38 94 127Table 2. Comparison of storage modesIn addition, for modeM, we have investigated the inuene of the plaementof ells within the enoding of the matrix representing the zone: order O0 is thestandard row-major enoding of a matrix; O1 removes lok names from thediagonal, stores them before all other ells and then follows row-major orderingof the remaining ells; �nally,O2 also removes lok names from the diagonal, asfor O1, and additionally, stores ontiguously both the lower and upper boundsfor eah lok, giving a representation somewhat similar to a CDD [5℄ in whihall onstraints are stored.Tab. 3 shows the state spae usage of the orderings whih show the best, andthe worst, performane for eah system and eah MA mode. The nodes (resp.edges) olumn shows the total number of nodes (resp. edges) used in the �nalMA. System Mode Order Nodes Edges Mem (Mb)Boiler1 M CMZ, O1 158861 479927 8.40M CMZ, O2 266451 757426 12.90MV MZC 5250 59940 3.12MV CZM 5693 91865 4.33Boiler2 M CZM, O0 50987 206788 3.69M ZCM, O0 602525 1577930 26.62MV CMZ 44300 191575 4.22MV ZCM 594544 1560000 27.37Disbmut M CMZ, O1 226001 594846 12.24M MZC, O0 1454128 3660000 63.74MV CMZ 99838 433329 12.52MV ZCM 223085 674899 18.15Table 3. Impat of variable ordering on minimized automaton modes



5.3 Disussion of experimental resultsReferene to Tab. 2 shows that the most eonomial use of spae, for all examples,involves the use of a MA. However, inluding the zone enoding in the MA(mode M) gives only marginally better use of spae than that given by the useof variable dimension matries (mode MV), and this only in two ases; in theother ase, mode MV is better. This suggests that the use of a MA does noto�er a partiularly eÆient representation of a union of zones but is e�etivein enoding the disrete variables. It remains to be seen if this observation isrepeated as we takle larger systems.As expeted, we pay a time performane penalty for the use of MA; howeverthe better the ompression ahieved, the less the time penalty. Ahieving goodompression requires the use of a good variable ordering. From Tab. 3, we observethat in 4 of 6 ases the best ordering for the state vetor omponents is ontext,marking, zone (CMZ), and in 2 of 3 ases the best ordering for ell elements isO1. Further experiments are needed to see if this is sustained. We also notiethat use of a bad variable ordering an be disastrous, as witnessed by the worstase for Disbmut, mode M.6 Related workRepresentation of timing onstraints by DBMs was proposed by Dill [10℄ andhas been preferred in the most eÆient veri�ation tools for timed systems, suhas KRONOS [13℄ and UPPAAL [18℄.Wong-Toi and Dill [23℄ and Balarin [4℄ have eah shown tehniques for enod-ing the transition relation of timed systems using BDD's, approximating unionsof zones using onvex hulls. Bozga et. al. [6℄ o�er a anonial representation ofdisretized sets of lok on�gurations using NDDs2 [3℄, whih are a BDD-basedenoding amenable to ombination with a symboli representation of the disretepart of the system.Larsen et. al. [17℄ propose a ompat enoding for DBMs whih provides aminimal and anonial representation of lok onstraints and allows for eÆientinlusion heking between onstraint systems. They do not onsider how thisrepresentation may be ombined with a symboli representation of the rest ofthe system.Behrmann et. al. [5℄ have reently proposed lok di�erene diagrams as adata struture for the ompat representation of unions of zones. On a varietyof ase studies, they report spae savings of between 46%{99% over their earlierDBM implementation.7 Conlusions and further workIn this paper, we have proposed the use of MA's for the representation of thestate spae in the reahability analysis of timed systems. The advantage of this2 Numerial Deision Diagrams
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