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t. Rea
hability analysis and model 
he
king of timed automataare now well-established te
hniques in the analysis of real-time 
ontrolsystems. The major limiting fa
tor in their use, from a te
hni
al pointof view, remains the state explosion problem. Symboli
 representation ofthe state spa
e often allows for the analysis of mu
h larger systems thanthe point-wise representation whi
h is 
ommon in enumerative analysis.In parti
ular, the use of binary de
ision diagrams (BDD's) has beensu

essful, mainly in the analysis of hardware systems where the needfor a 
ompa
t representation of boolean fun
tions is prevalent. However,the modelling of software systems 
ommonly employs a ri
her set of datatypes and this fa
t motivates the investigation of di�erent en
odings ofsets of states than by their 
hara
teristi
 fun
tions. This paper 
onsidersthe use of minimized deterministi
 �nite state automata (MA's) for thestorage of the set of visited states in the rea
hability analysis of modelsof broad
asting systems expressed using a timed pro
ess algebra.1 Introdu
tionThis paper outlines an approa
h to the implementation of rea
hability analysisof system models expressed using bCANDLE [16℄, an algebra of asyn
hronousbroad
asting systems, whi
h we have developed to fa
ilitate the modelling of dis-tributed 
ontrol systems whi
h are implemented using Controller Area Network(CAN) [15℄. Although we are interested in a rather spe
ialized 
lass of systems,the results in this paper are signi�
ant in the wider 
ontext of the rea
habilityanalysis of timed automata [2℄.The rest of the paper is organised as follows: Se
t. 2 brie
y introdu
es bCAN-DLE; Se
t. 3 outlines an approa
h to timed rea
hability analysis of bCANDLEmodels and introdu
es the main data stru
tures needed to support the analysis;MA's are introdu
ed in se
tion 4 and their appli
ation in rea
hability analysis is
onsidered; our implementation and experimental results are des
ribed in Se
t. 5;related work is reviewed in Se
t. 6; Se
t. 7 
on
ludes and proposes further work.



2 bCANDLEbCANDLE is a timed pro
ess algebra allowing the expression of system models
onsisting of a set of asyn
hronous pro
esses, ea
h having its own lo
al data stateand 
ommuni
ating by sending and re
eiving messages on one or more broad
ast
hannels whi
h implement the CAN proto
ol.A pro
ess 
an engage in three di�erent kinds of basi
 a
tion:1. sending a message on a 
hannel;2. re
eiving a message from a 
hannel, and3. performing an operation in a bounded amount of time, possibly transformingits lo
al data state on 
ompletion.More 
omplex pro
ess behaviour 
an be de�ned using sequential 
omposition,guards on data states, non-deterministi
 
hoi
e and interrupt. A bCANDLEsystem 
onsists of the asyn
hronous parallel 
omposition of a �xed number ofpro
esses together with a network of CAN 
hannels.The semanti
s of a bCANDLE system is given by asso
iating with it a timedtransition system. A timed transition system S = (�; �I ;L;�!) is a tuple inwhi
h � is the set of states, �I 2 � is the initial state, L = A[R>0 is the set oflabels 
onsisting of a
tion labels A and time labels R>0 and �! � � �L ��is the transition relation whi
h is required to be deterministi
 and 
ontinuouswith respe
t to the passage of time. A detailed semanti
s of bCANDLE is givenin [16℄.For the purposes of verifying a bCANDLE system, we work with a timedsafety automaton [13℄ having a bisimilar transition system. We introdu
e timedsafety automata brie
y below.2.1 Timed Safety AutomataLet H be a set fh0; h1; � � � ; hng of real-valued variables, 
alled 
lo
ks, where ea
hhi 2 H ranges over the non-negative reals R+ . A 
lo
k valuation is a fun
tionv : H! R+ whi
h assigns a value in R+ to ea
h 
lo
k in H. We assume that h0is given the value 0 by every 
lo
k valuation. We denote by v[H0 := 0℄, the 
lo
kvaluation v0 su
h that v0(h) = 0 for all h 2 H0 and v0(h) = v(h) otherwise. Fort 2 R+ , we denote by v+ t the 
lo
k valuation v0 su
h that v0(h) = v(h)+ t forall 
lo
ks in H. 0 is the 
lo
k valuation whi
h assigns 0 to every 
lo
k. A boundover H is a 
onstraint of the form hi �hj#
 where i ; j 2 f0; : : : ;ng, # 2 f<;�gand 
 2 Z[1. A 
lo
k 
onstraint is a 
onjun
tion of bounds; it de�nes a 
onvexsubset of Rn known as a zone. We denote the set of 
lo
k 
onstraints over the
lo
ks H by �(H).A timed safety automaton (TSA) is a tuple A = (Q; qI ;A;E;H; I) where: Q isa �nite set of 
ontrol lo
ations, qI is the initial 
ontrol lo
ation, A is a �nite set ofevent names, E is a �nite set of edges where an edge is of the form (q ; �; a;X ; q 0)where q ; q 0 2 Q are 
ontrol lo
ations; � 2 �(H) is a 
lo
k 
onstraint, a 2 A is anevent name and X � H is a set of 
lo
ks to be reset; H is a �nite set of 
lo
ks,



and I : Q ! �(H) is a fun
tion whi
h asso
iates a time progress 
ondition (orinvariant) with ea
h 
ontrol lo
ation.The semanti
s of the TSA A = (Q; qI ;A;E;H; I) is given by the timed tran-sition system T [[A℄℄ = (�; �I ;L;�!) where � is the set of pairs (q ;v) su
hthat q 2 Q is a lo
ation of A and v is a 
lo
k valuation for H whi
h satis�es theinvariant I(q); �I = (qI ;0) is the initial state; L = A [ R>0 is the set of labels;�! � � �L�� is the transition relation 
ontaining transitions as follows:{ Time transitions : A state 
an 
hange due to the elapse of time. There is atransition (q ;v) t�!(q ;v + t) if for all t 0 � t , v + t 0 satis�es the invariantI(q).{ Event transitions: A state 
an 
hange by moving lo
ation. For ea
h state(q ;v) 2 �, if there is an edge (q ; �; a;X ; q 0) 2 E su
h that v satis�es �, thenthere is a transition (q ;v) a�!(q 0;v[X := 0℄).2.2 From bCANDLE to Timed Safety AutomataThe translation of the timed algebra ATP [19℄ into TSA is shown in [24℄. Wehave adapted this approa
h in order to asso
iate a TSA with a bCANDLEsystem. The main addition is to handle the additional 
ontext i.e. the networkand data environment. In this approa
h the 
ontrol part of the system model is�rst translated into a net-like stru
ture. In any state of the system, the 
urrentlya
tive transitions are given by a marking of the net. Ea
h transition has a numberof attributes asso
iated with it. The attributes of a transition might in
lude a
ontext 
ondition, a label, a 
lo
k and upper and lower bounds for the 
lo
kvalue. If the 
ontext and 
lo
k 
onditions are satis�ed, a marking M and a
ontext C may be transformed by an a
tive transition to a new markingM 0 anda new 
ontext C 0, possibly resetting some 
lo
ks along the way. La
k of spa
eprevents us from giving the details here, however, from this brief des
ription it
an be seen that for a TSA derived from a bCANDLE system model, a lo
ation
omprises information about: 1) the 
urrent marking, given as a set of integersfp1; p2; : : : ; p
g for some variable number 
 where ea
h pi identi�es an a
tivetransition; 2) the values of all data variables, given as a sequen
e of valueshv1; v2; : : : ; vdi for some �xed number d of variables; and 3) the state of thenetwork 
hannels, given as a sequen
e of pairs (s ;m) where s gives the status ofthe 
hannel, free, transmitting, et
. and m is a variable-length, priority orderedsequen
e of messages awaiting transmission on the 
hannel.A state in a TSA is given by a lo
ation and a 
lo
k valuation. However, wewill see in Se
t. 3 that a pra
ti
al implementation of timed rea
hability analysisrequires the use of symboli
 states where ea
h symboli
 state represents a lo
ationand a set of 
lo
k valuations.A bCANDLE state ve
tor, then, 
onsists of a lo
ation as des
ribed aboveand a zone de�ning a set of 
lo
k valuation(s), see Fig. 1.



fp1; p2; � � � ; p
g hv1; v2; � � � ; vd i h(s1;m1); (s2;m2); � � � ; (sn ;mn)i h�1; �2; � � � ; �riControl Data Network Clo
k ValuationsLOCATION { q ZONE { ZFig. 1. Stru
ture of a bCANDLE state ve
tor3 Rea
hability AnalysisOf the several approa
hes to automated analysis of real-time systems, rea
h-ability analysis (RA) is one of the more easily implemented and informative.The basi
 rea
hability problem is to determine the set of system states whi
hare en
ountered on any exe
ution starting from some given state. RA allowsthe 
he
king of safety properties of a system by answering the question: is itpossible to rea
h an in
orre
t or unsafe state from an initial state. Other veri-�
ation problems 
an be solved by building upon the solution of the basi
 RAproblem [1℄. The algorithm of Fig. 2 shows how to 
ompute the set of statesrea
hable from a given initial state.1VISITED := f(qI ;0)gWAITING := f(qI ;0)gwhile WAITING 6= ; doremove some (q ;Z) from WAITINGsu

 := f(qs ;Zs) j (q ;Z)�!S(qs ;Zs) ^ Zs 6= ;gforea
h (qs ;Zs) 2 su

 doif (qs ;Zs) =2 VISITEDadd (qs ;Zs) to VISITEDadd (qs ;Zs) to WAITING�ododFig. 2. An algorithm for rea
hable statesThe termination of the algorithm depends upon the 
onstru
tion of a �nitequotient of the in�nite transition system given by the TSA semanti
s. Importantaspe
ts of su
h a 
onstru
tion are 1) the use of symboli
 states (q ;Z) where qis a lo
ation as usual and Z is a zone whi
h represents a set of 
lo
k valuations,and 2) the de�nition of a transition relation �!S between symboli
 states. Es-sentially, for a symboli
 state S = (q ;Z) and an edge e = (q ;Ze ; a;X ; q 0), we1 Both KRONOS and UPPAAL implement a more eÆ
ient algorithm using in
lusionabstra
tion in whi
h the test (qs ;Zs) =2 VISITED is repla
ed by the more eÆ
ienttest 8(qs ;Z0) 2 VISITED � Zs 6� Z0. We will implement this improvement soon.



say S�!S poste(S ) whereposte(q ;Z) = (q 0; I(q 0) \%((Z \ Ze)[X := 0℄)Here %Z is the time progress operator whi
h relaxes all upper bounds andZ[X := 0℄ is the 
lo
k reset operator. See [8℄ for further details.The problem 
onsidered in the rest of the paper is how to arrange for the
ompa
t storage of the set VISITED of visited state ve
tors, where a majordiÆ
ulty has been to 
ombine a good en
oding of the lo
ations (the dis
retepart of the system) with a good en
oding for the 
lo
k valuations (the 
ontinuouspart). This problem is addressed in the following se
tion.4 A Minimized Automaton Representation of Rea
hableStatesA state ve
tor 
an be regarded as being en
oded as a string of bytes. This opensup the possibility of representing the set of visited states by a deterministi
 �niteautomaton (DFA) whi
h re
ognizes it. Su
h an approa
h has been implementedin the model 
he
ker SPIN [14℄ where it has been shown to a
hieve even better
ompression for many systems than that obtained by the use of BDD's [22℄. Theapproa
h has not been previously applied in the analysis of timed systems.De�nition 1. A k-layer DFA is A = (Q ; Æ; �) where Q = SfQi j 0 � i � kgis the set of states, Qi � Q is the non-empty set of states at the ith layerand Qi \ Qj = ; for i 6= j . Q0 is a singleton 
ontaining the initial state andQk = fT;Fg. � is the alphabet and Æ : Q� �� ! Q is the transition fun
tionwhere Q� = Q n Qk and for all states q 2 Q� and symbols � 2 �, if q 2 Qithen Æ(q ; �) 2 Qi+1. T is the a

epting �nal state and F is the reje
ting �nalstate.We use �[i ; j ℄ to denote the string �i ; �i+1; : : : ; �j . A string �[i ; j � 1℄ 2 �j�igenerates a run qiqi+1; : : : ; qj where Æ(qm ; �m) = qm+1. We de�ne LA(qi ) =f�[i ; k � 1℄ j �[i ; k � 1℄ generates the run q [i ; k ℄ where qk = Tg. We de�neL(A) = LA(q0) where q0 2 Q0. A DFA is minimized provided L(qi ) = L(qj )i� qi = qj .Example 1. The MA of Fig. 3 is A = (fQig4i=0; Æ; �) where Q0 = f0g;Q1 =f1; 2; 3g;Q2 = f4; 5g, Q3 = f6; 7g and Q4 = fT;Fg. � = fa; b; 
g. A representsthe set S � �4 of strings whereS = faaaa; aaba; aa
a; abaa; abba; ab
a; a
aa ; a
ba ; a

a ; baab; baba; ba
a; bbab;bbba; bb
a; b
aa; b
ba; b

a; 
aab; 
aba; 
a
a; 
baa; 
bba; 
b
a; 

ab; 

ba ; 


agThe use of a MA for the state store in a rea
hability analysis requires thepartitioning of ea
h state ve
tor (Fig. 1). Here a state ve
tor is partitioned as asequen
e of bytes and ea
h byte is allo
ated to a distin
t layer in the automaton.With this approa
h the ordering of 
omponents within the state ve
tor 
an have
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Fig. 3. A minimized automatona signi�
ant impa
t upon the spa
e redu
tions a
hieved. The key observation
on
erning the suitability of MA's in the analysis of timed systems is that the
lo
k 
onstraint 
omponent Z of a symboli
 state (q ;Z) is usually representedby a di�eren
e bound matrix (DBM) [10℄ whi
h is also en
oded naturally as abyte sequen
e and so 
an be easily in
orporated into the MA state store. This
ontrasts signi�
antly with approa
hes based upon a BDD representation of thestate store where this integration is mu
h more problemati
.5 Implementation and Experimental Results5.1 ImplementationWe have implemented a prototype `
ompiler' for bCANDLE. The 
ompiler iswritten in ML and generates C 
ode to perform a given task on a system model.The user 
an 
hoose to generate the timed graph for the model (in KRONOS.tg format), or to perform rea
hability analysis of the simulation graph on-the-
y, without �rst generating the timed graph, or to explore the simulationgraph intera
tively. In order to experiment with a variety of state spa
e storagemodes, we generate C 
ode for the following modes (the mode is 
hosen as a
ompile-time option) :H Ea
h state ve
tor is en
oded as a �xed length byte array. In ea
h state, storageis allo
ated for the maximum number of 
lo
ks required system-wide, even



though there may be many states in whi
h fewer 
lo
ks are a
tive [9℄. Theset of visited states is stored in a single hash table.M As for H, ex
ept that the set of visited states is stored as a MA.HV Ea
h state ve
tor is en
oded as a �xed length byte array whi
h in
ludes apointer to a variable dimension matrix [21℄ giving the zone asso
iated withthe state. State ve
tors are stored in one hash table, variable dimensionmatri
es in another. This means that for ea
h state, only suÆ
ient storage isallo
ated for the number of 
lo
ks a
tive in it, and that only one 
opy of ea
hdistin
t zone is stored for the whole system. This 
orresponds 
losely to thestorage mode adopted by the most re
ent implementations of KRONOS [21℄.MV As for HV, ex
ept that the hash table storing the state ve
tors is repla
edby a MA.5.2 ExperimentsWe have tested our implementation on some example system models: Boiler1and Boiler2 model part of a boiler 
ontrol system; Disbmut models a CANimplementation of a standard algorithm for distributed mutual ex
lusion [20℄,the model in
luded here is for a single 
oordinator and three 
ompeting pro-
esses. Table 1 gives information regarding the s
ale of the examples: numberof pro
esses, variables, CAN 
hannels, message types and 
lo
ks required byea
h system, and the number of distin
t zones and symboli
 states identi�ed ingenerating the whole of the rea
hable state spa
e in the simulation graph.System Pro
s Vars Chans Mtypes Clo
ks Zones StatesBoiler1 2 2 1 1 5 29073 143802Boiler2 2 3 1 1 3 581 825643Disbmut 4 10 1 6 6 71010 194491Table 1. Test systemsPerforman
e measurements for ea
h system and ea
h state spa
e storagemode are given in Tab. 2. We show the time taken and the total memory used ingenerating the rea
hable state spa
e. We take mode H as the basis of 
ompar-ison and show memory 
ompression and time overheads as per
entages of therequirements of mode H. The measurements were taken on a 233MHz PentiumII having 64Mb RAM (58Mb available) and 128Mb swap, running RedHat Linux5.0.In 
ommon with other symboli
 approa
hes su
h as BDD's [7℄ and GE-sets [12℄, MA's are sensitive to variable ordering. We have begun to investigatethis phenomenon, in our implementation, by permuting the order of the major
omponents of a state ve
tor: marking M , 
ontext C (network and data en-vironment) and zone Z . We have generated the rea
hable state spa
e for ea
hpermutation and ea
h of the modes M and MV.



System Mode Mem (Mb) Comp % Time (s) Over %Boiler1 H 14.57 100 21 100M 8.40 58 213 1014HV 6.91 47 20 95MV 3.12 21 32 152Boiler2 H 40.88 100 59 100M 3.69 9 145 246HV 18.79 46 60 102MV 4.22 10 105 178Disbmut H 32.79 100 74 100M 12.24 37 315 426HV 18.07 55 74 100MV 12.52 38 94 127Table 2. Comparison of storage modesIn addition, for modeM, we have investigated the in
uen
e of the pla
ementof 
ells within the en
oding of the matrix representing the zone: order O0 is thestandard row-major en
oding of a matrix; O1 removes 
lo
k names from thediagonal, stores them before all other 
ells and then follows row-major orderingof the remaining 
ells; �nally,O2 also removes 
lo
k names from the diagonal, asfor O1, and additionally, stores 
ontiguously both the lower and upper boundsfor ea
h 
lo
k, giving a representation somewhat similar to a CDD [5℄ in whi
hall 
onstraints are stored.Tab. 3 shows the state spa
e usage of the orderings whi
h show the best, andthe worst, performan
e for ea
h system and ea
h MA mode. The nodes (resp.edges) 
olumn shows the total number of nodes (resp. edges) used in the �nalMA. System Mode Order Nodes Edges Mem (Mb)Boiler1 M CMZ, O1 158861 479927 8.40M CMZ, O2 266451 757426 12.90MV MZC 5250 59940 3.12MV CZM 5693 91865 4.33Boiler2 M CZM, O0 50987 206788 3.69M ZCM, O0 602525 1577930 26.62MV CMZ 44300 191575 4.22MV ZCM 594544 1560000 27.37Disbmut M CMZ, O1 226001 594846 12.24M MZC, O0 1454128 3660000 63.74MV CMZ 99838 433329 12.52MV ZCM 223085 674899 18.15Table 3. Impa
t of variable ordering on minimized automaton modes



5.3 Dis
ussion of experimental resultsReferen
e to Tab. 2 shows that the most e
onomi
al use of spa
e, for all examples,involves the use of a MA. However, in
luding the zone en
oding in the MA(mode M) gives only marginally better use of spa
e than that given by the useof variable dimension matri
es (mode MV), and this only in two 
ases; in theother 
ase, mode MV is better. This suggests that the use of a MA does noto�er a parti
ularly eÆ
ient representation of a union of zones but is e�e
tivein en
oding the dis
rete variables. It remains to be seen if this observation isrepeated as we ta
kle larger systems.As expe
ted, we pay a time performan
e penalty for the use of MA; howeverthe better the 
ompression a
hieved, the less the time penalty. A
hieving good
ompression requires the use of a good variable ordering. From Tab. 3, we observethat in 4 of 6 
ases the best ordering for the state ve
tor 
omponents is 
ontext,marking, zone (CMZ), and in 2 of 3 
ases the best ordering for 
ell elements isO1. Further experiments are needed to see if this is sustained. We also noti
ethat use of a bad variable ordering 
an be disastrous, as witnessed by the worst
ase for Disbmut, mode M.6 Related workRepresentation of timing 
onstraints by DBMs was proposed by Dill [10℄ andhas been preferred in the most eÆ
ient veri�
ation tools for timed systems, su
has KRONOS [13℄ and UPPAAL [18℄.Wong-Toi and Dill [23℄ and Balarin [4℄ have ea
h shown te
hniques for en
od-ing the transition relation of timed systems using BDD's, approximating unionsof zones using 
onvex hulls. Bozga et. al. [6℄ o�er a 
anoni
al representation ofdis
retized sets of 
lo
k 
on�gurations using NDDs2 [3℄, whi
h are a BDD-baseden
oding amenable to 
ombination with a symboli
 representation of the dis
retepart of the system.Larsen et. al. [17℄ propose a 
ompa
t en
oding for DBMs whi
h provides aminimal and 
anoni
al representation of 
lo
k 
onstraints and allows for eÆ
ientin
lusion 
he
king between 
onstraint systems. They do not 
onsider how thisrepresentation may be 
ombined with a symboli
 representation of the rest ofthe system.Behrmann et. al. [5℄ have re
ently proposed 
lo
k di�eren
e diagrams as adata stru
ture for the 
ompa
t representation of unions of zones. On a varietyof 
ase studies, they report spa
e savings of between 46%{99% over their earlierDBM implementation.7 Con
lusions and further workIn this paper, we have proposed the use of MA's for the representation of thestate spa
e in the rea
hability analysis of timed systems. The advantage of this2 Numeri
al De
ision Diagrams



approa
h is that a symboli
 representation of the dis
rete state variables 
anbe 
ombined very simply with a DBM representation of zones. Preliminary ex-perimental results suggest that this leads to signi�
ant spa
e redu
tions whi
hare a
hieved mainly be
ause of the 
ompa
t en
oding of the dis
rete variables.The impa
t of MA's on the spa
e requirements of unions of zones seems lesspromising. For this reason, we expe
t to see the greatest bene�ts in the anal-ysis of asyn
hronous, data-bearing systems where the value of this approa
hhas already been demonstrated in untimed settings [11, 12℄; fortunately for us,CAN-based systems mainly fall within this 
lass.For the future, it would be interesting to investigate the 
ombination of MA'swith CDD's. We expe
t also that an MA option would be a useful addition toKRONOS and UPPAAL now that both tools handle system des
riptions withdis
rete variables.A
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